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Abstract

Markov Random Fields (MRFs) are used in
a large array of computer vision and maching
learning applications. Finding the Maximum
Aposteriori (MAP) solution of an MRF is in
general intractable, and one has to resort to
approximate solutions, such as Belief Prop-
agation, Graph Cuts, or more recently, ap-
proaches based on quadratic programming.
We propose a novel type of approximation,
Spectral relaxation to Quadratic Program-
ming (SQP). We show our method offers
tighter bounds than recently published work,
while at the same time being computationally
efficient. We compare our method to other
algorithms on random MRFs in various set-
tings.

1 Introduction

A number of problems in Computer Vision and Ma-
chine Learning can be formulated in a probabilistic
setting using Markov Random Fields (MRF). Classi-
cal examples include stereo vision, image restoration,
image labeling and graph matching. In each case,
a set of interdependent variables can be assigned a
range of labels, with a probability attached to each
joint assignment. Inference in such a graphical model
consists in finding the configuration with maximum
a posteriori probability (MAP). In general, the infer-
ence problem is intractable, but there are interesting
cases where it can be solved in polynomial time, such
as tree-structured MRFs, MRFs with convex priors[1],
or binary MRFs with submodular clique potentials[2].

MRFs have been studied extensively since the 1970’s,
and a lot of work has been focused on develop-
ping approximation algorithms for the MAP prob-
lem. Bayesian methods such as Belief Propagation
(BP)[3, 4], Generalized BP and Tree Reweighted BP[5]

are optimal in trees as well as certain graphs with cy-
cles. In the general case, when the max-product ver-
sion of BP converges, the assignment is guaranteed to
be locally optimal in a large neighborhood[4]. How-
ever, there is no general convergence guarantee and
BP may fail to converge even in simple graphs. En-
ergy Minimization methods such as Graph Cuts[6, 2]
have been successfully applied to early vision appli-
cations, often on planar graphs with nearest neigh-
bor connectivity. For binary MRFs with submodular
clique potentials, Graph Cuts are provably optimal.
For multiple label MRFs, [6] introduces α − β swaps
and α exansion moves that find solutions which are
locally optimal with respect to large moves, but with
some restrictions on the clique potentials.

In this paper we present a new algorithm, Spectral
relaxation to Quadratic Programming (SQP) to solve
the MAP problem approximately. Unlike Graph Cuts
and BP, there are no restrictions on the clique poten-
tials and the graph can have arbitrary topology. Our
algorithm is quite simple and very efficient, with com-
plexity O(#edges#labels2), linear in the description
length of the clique potentials. We show our method
improves optimality bounds over recently published lit-
erature, and confirm this with experiments. As a by-
product, we give a complete treatment of a new class
of problems, maximization of rayleigh quotients under
affine constraints, generalizing the linear constraint
case, and we show furthermore that the same prob-
lem under inequality constraints is NP-hard.

Related to our work are relaxation methods that at-
tempt to solve the MRF in the continuous domain,
such as Relaxation Labeling[7], Deterministic anneal-
ing and LP relaxation[8, 5]. Our work drives its main
inspiration from CQP[9] and L2QP[10, 11], and we
will go over them in more details in section 3. All
those methods typically start by reformulating the
MAP problem as an Integer Quadratic Program (IQP)
and then relax the integral constraint into a Quadratic
Program (QP). We will show that in fact IQP is equiv-



alent to QP, under more general conditions than was
recently established in[9, 11]. The resulting QP is usu-
ally non-convex and NP-hard, and further approxima-
tions are needed, which is the goal of all those methods.

The paper is organized as follows. Section 2 formulates
the MAP-MRF problem and shows how to reduce it to
a Quadratic Program (QP). Section 3 summarizes the
approximation algorithms that try to solve the QP.
Section 4 introduces our new Spectral relaxation to
Quadratic Programming (SQP) algorithm. We anal-
yse its optimality guarantees and properties in sections
5 and 6 and report experiments in section 7.

2 Problem formulation and
preliminaries

General MRF formulation We review here the
general MRF formulation with unary and binary clique
potentials1. Let G be an undirected graph with n ver-
tices or sites, and edge set E. We attach to each ver-
tex i a random variable Xi ∈ {1, ..., k}2, designing the
state of that site. A set of binary and unary poten-
tial functions Ψij and Φi determine compatibility of
assignments of neighboring or individual vertices. The
joint distribution represented by the MRF is:

P (X) =
1

Z

∏

ij∈E

Ψij(Xi,Xj)
∏

i

Φi(Xi), (1)

where Z is a constant. The Maximum Aposteriori
(MAP) inference problem is to maximize P (X) over
all possible joint assignments X ∈ {1, ..., k}n.

2.1 IQP formulation

We show here how to rewrite the MAP problem as an
Integer Quadratic Programming (IQP), which is easier
for us to deal with. Let xia ∈ {0, 1} be a binary ran-
dom variable with xia = 1 iff Xi = a. We concatenate
each xia as a vector x = (xia). Since each site can
take a single state, we have the constraint

∑

a xia = 1,
which we can rewrite as a linear constraint Cx = 1 for
a certain matrix C. Next, we introduce the nk×nk ma-
trix W as Wiajb = log Ψij(a, b) (if ij /∈ E,Wiajb = 0),
and the nk × 1 vector V as Via = log Φi(a). WLOG,
we can assume W symmetric. With these notations,
log P (X) =

∑

ij∈E Wiajbxiaxjb +
∑

i Viaxia +constant
and the MAP problem becomes:

max ǫ(x) = xTWx+V Tx, s.t. Cx = 1, x ∈ {0, 1}nk

(2)

1General MRFs can be converted to that form, see [12]
2It is straightforward to extend our results to the case

of site-dependent variable number of labels

In general this IQP is NP-hard, and approximate so-
lutions are needed. An interesting yet counterintuitive
fact is that we can remove the discrete constraint with-
out changing the problem, as we shall see in the next
section. First, let us introduce some notations.

Definitions Let Ωa = {x ∈ Rnk : Cx = 1}, Ωs =
{x ∈ Ωa : x ≥ 0}, Ωd = Ωa ∩ {0, 1}nk. Note, Ωd

denotes the feasible (discrete) points of the IQP, and
Ωa,Ωs are relaxations of Ωd (using resp. affine sub-
space and the standard simplex).

2.2 QP relaxation

The QP relaxation relaxes the set Ωd to Ωs in (2):

max ǫ(x), s.t. Cx = 1, 0 ≤ x ≤ 1 (3)

We extend in the following proposition some recent
results from [11, 9], which only considered the case
Wiaib = 0,∀i, a, b. Terms of the form Wiaib, a 6= b
have no effect on the original IQP, but they affect the
solution of the relaxed QP, thus giving us an additional
degree of freedom. This proposition will be used later
on to prove our optimality bounds.

Proposition 2.1 (QP is equivalent to IQP)
Suppose Wiaia ≥ 2Wiaib ∀a 6= b, all other entries in W
being unconstrained. Then from any x ∈ Ωs, we can
construct efficiently xd ∈ Ωd such that ǫ(xd) ≥ ǫ(x).
As a corollary, maxx∈Ωs

ǫ(x) = maxxd∈Ωd
ǫ(xd) and

(3) is equivalent to (2).

In the rest of the paper, we assume WLOG that the
condition Wiaia ≥ 2Wiaib ∀a 6= b is always met, since
it is easy to see that terms of the form Wiaib, a 6= b
don’t affect the IQP (2).

Proof of proposition 2.1 The proof uses a con-
struction similar to ICM (Iterative Conditional
Modes)[13], but requires special treatment for terms
of the form Wiaib. Let y0 = x, and, for t =
1..n let yt

ia = yt−1
ia except for i = t: let va =

2
∑

(j,b) 6=(t,a) Wtajb yt−1
jb +Wtata yt−1

ta +Vta and c =

arg maxa va. We take yt
tc = 1 and yt

ta = 0 for a 6= c.
One can verify that ǫ(yt) ≥ ǫ(yt−1). The only
non-trivial thing to see is that 2

∑

b 6=c Wtctb yt−1
tb +

Wtctc yt−1
tc ≤ Wtctc because of the hypothesis and

the fact that all yt ∈ Ωs. Finally, we take xd :=
y(n) ∈ Ωd. The corollary comes from the fact that
maxΩs

ǫ ≥ maxΩd
ǫ �

In general, solving the QP is still NP-hard. We briefly
review a few recent approximation algorithms, before
presenting our own contribution to the problem.



3 Previous Work to approximate the
Quadratic Program

We present here recent attempts to solve the QP (3)
that are most relevant to our work.

Linear relaxations: LP, SDP, SOCP The QP
can be rewritten as a (linear) matrix inner product:

xTWx + V Tx = 〈X,Weq〉 where X = [x; 1][x; 1]
T

is
constrained to be rank 1 (as well as additional affine
constraints). The LP relaxation [8, 5] approximates
the non-convex rank 1 constraint by affine local con-
sistency constraints. The authors show its relation
to tree-reweighted belief propagation, and state con-
ditions for optimality. The SDP relaxation [14] at-
tempts to find a tighter relaxation by approximating
X = [x; 1][x; 1]

T
to X � [x; 1][x; 1]

T
, but suffers from

expensive SDP solvers. The SOCP relaxation [15]
proposes a more efficient method than SDP by further
relaxing X � [x; 1][x; 1]

T
to 〈X,S〉 � [x; 1]

T
S[x; 1] for

a suitable choice of symmetric matrices S ∈ S. Note,
all these methods suffer from the fact that the num-
ber of variables is squared (although SOCP can reduce
this number for certain types of MRFs).

Quadratic relaxations: L2QP and CQP In
[9], the authors approximate the QP with a Convex
relaxation (CQP) by replacing (W,V ) with (W −
diag(D), V + D) where D = W1 for example makes
W − diag(D) � 0. The resulting program can be
solved in polynomial time. In [10, 11], the constraint
∑

a xia = 1 is relaxed to the L2 constraint
∑

a x2
ia = 1.

This L2 relaxation to the QP (L2QP) allows for exact
optimization of the resulting program when W,V are
nonnegative, even though the problem is non-convex.
The authors map the solution back to the simplex Ωs

before discretizing it.

4 Spectral Relaxation to the
Quadratic Program (SQP)

We introduce here our main contribution, which is a
Spectral Relaxation to the QP (denoted as SQP). One
of the fundamental difficulties tackled by all the above
methods is the non-convexity of the QP, either in the
form of the rank 1 constraint or in the form of the
objective. Our work is most closely related to L2QP, in
that we still optimize a non-convex cost function, but
instead of modifying the constraint we modify the cost
function. The SQP relaxation is defined as follows:

max ǫS(x) =
xTWx + V Tx

xTx + β
, s.t. Cx = 1

(4)

where β ≥ 0 is a constant discussed later. Intuitively
the normalization xTx will encourage “flatter” solu-
tions, helping to enforce the constraint x ∈ [0, 1]. As
we will see, a good choice of β will give a solution that
is as “spread out” as possible while satisfying x ∈ [0, 1].

The advantages of this formulation are three-fold: 1)
the optimum of SQP is provably close to the optimum
of IQP, with the same optimal discrete solutions as we
will see. 2) the SQP can be solved very efficiently, in-
heriting the speed and scalability of spectral methods,
and 3) the SQP has a closed form solution in terms of
eigenvector of a certain matrix. This property is quite
unique, and among other things would allow one to
perform perturbation analysis on the relaxed solution.
Before we proceed we need a few more definitions.

Definitions Let x∗ ∈ Ωd be an optimal solution of (2)
and ǫ∗ = ǫ(x∗). Let xS ∈ Ωa be an optimal solution
of (4) and ǫ∗S = ǫS(xS). Note, β is implicit in this
short-hand notation. Let E[W ] denote the average of
the elements in W .

4.1 How good is the approximation ?

This question is a central focus of our paper, and we
will derive optimality bounds for the relaxed and dis-
cretized solutions. Section 5 will improve those bounds
by taking into account statistics of the input matrices.

Proposition 4.1 (Initial bounds)

∀x ∈ Ωd,
1

n+β ǫ(x) = ǫS(x)

∀x ∈ Ωs,
1

n+β ǫ(x) ≤ ǫS(x) ≤ 1

n/k + β
ǫ(x)

∀x ∈ Ωa, ǫS(x) ≤ 1

n/k + β
ǫ(x)

Proof ∀x ∈ Ωd,
∑

a x2
ia =

∑

a xia = 1 so xTx = n.
∀x ∈ Ωa, 1 = (

∑

a xia)2 ≤ k
∑

a x2
ia so xTx ≥ n/k.

∀x ∈ Ωs,
∑

a x2
ia ≤ ∑

a xia = 1 so xTx ≤ n�

The first equation shows that the IQP and the SQP
have the same optimal discrete solutions. The second
equation shows that on Ωs, SQP approximates QP by

a factor ≤ n/k+β
n+β . The next proposition states one of

our main results, giving bounds for the MAP problem.

Proposition 4.2 (Data-independant lower bound)

ǫ(xS) ≥ xS
TxS+β
n+β ǫ∗ ≥ n/k+β

n+β ǫ∗, plotted in figure 1.
Corollary: when xS ≥ 0, we can efficiently find some

y ∈ Ωd with ǫ(y) ≥ n/k+β
n+β ǫ∗.

Proof By definition of xS , ǫS(x∗) ≤ ǫS(xS), leading
to the first part with similar arguments as in proposi-
tion 4.1. The corollary comes from xS ≥ 0 ⇒ xS ∈ Ωs,
and we can apply proposition 2.1�
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Figure 1: Data independent lower bounds. x-axis:
β/n with n = 100 (see text). y-axis: lower bound

f(β, n, k) = n/k+β
n+β ≥ β

n+β on the ratio ǫ(xS)/ǫ∗.
The dotted line indicates the corresponding bound
fL2QP (n, k) = 1

k from [11].

Let βmax be the maximal element such that β ≤
βmax =⇒ xS ≥ 0 (its existence is discussed later).
When β goes from 0 to βmax, the lower bound im-
proves because (z, β) 7→ z+β

n+β increases in both its argu-

ments when β ≥ 0, z ∈ [n/k, n], and xS
TxS ∈ [n/k, n]

increases with β. Therefore the best bound is obtained
for βmax. In practice, however, we can tolerate some
slack (xS close to nonnegative), a β slightly superior
to βmax will result in better discretized solutions.

By the results above, if we could include the constraint
x ≥ 0 to the SQP (4) and increase β, we could get
feasible solutions arbitrary close to the optimum, but
unfortunately that’s NP-hard as we show here:

Theorem 4.3 (Solving for eigenvectors under
inequality constraints is NP-hard) Let A,B, c
be arbitrary matrices of size nn,mn,m × 1. Unless
P = NP , there is no Polynomial Time Approxima-
tion Scheme (PTAS) for the following problem:

max
xTAx

xTx
, s.t. Bx ≤ c, (5)

Proof see appendix. The proof is constructive and
derives a solution to the IQP from the above problem.

Conditions to guarantee xS ≥ 0. When W,V are
nonnegative and β is small enough w.r.t. β̂ (defined
in section 4.2), for example 0, we observed empirically
that xS ≥ 0 is almost always satisfied. In fact, one can
show that ∀β ≥ 0, ∃α ∈ R s.t. xS ≥ 0 when we replace

W by W + α11T. In future work, it would be inter-
esting to find reasonably tight sufficient conditions as
well as an estimate of βmax.

4.2 Getting the best upper bound on ǫ∗

From proposition 4.2, ǫ∗ ≤ n+β
xS

TxS+β
ǫ(xS), giving a

family of upper bounds, one for each β. Note, the non-
negativity of xS is irrelevant for getting upper bounds,
so we seek the optimal βopt that will minimize the up-
per bound. The following heuristic approximates βopt:

βopt ≈ β̂ = n2E[W ]/ǫW̄ ,0∗
S (6)

where W̄ = W − E[W ]11T is zero-mean (see Defini-

tions), and ǫW,β
S (x) = xTWx+V Tx

xTx+β
∀W,β. We experi-

mentally justify this expression in the results section.
We verified empirically that β̂ predicts the optimum
βopt within a factor 5%.

The fact that we can get both lower bounds and up-
per bounds is a distinguishing feature of our method.
We can combine in practice excellent pairs of upper
bounds and lower bounds: when W,V are nonnega-
tive, the discrete solution we obtain is typically with-
ing a factor > 0.8 of the upper bound we get (with a
different β).

5 Data dependent lower bound

We can get improved bounds if we consider the statis-
tics of the input matrices. We follow a similar pro-
cedure as in [11]. Suppose, WLOG, that the indexes
have been permuted such that the optimal assignment
verifies ∀i, x∗

i1 = 1 and 0 otherwise. In this section we
assume WLOG that W,V are nonnegative (adding a
constant to W and V will not change the MAP solu-
tion, so we can assume the original MAP problem ver-
ified that property). We also introduce matrix M =
W + diag(V ), which verifies: ∀x ∈ Ωs, x

TMx ≤ ǫ(x)
with equality on Ωd. M has the following block struc-
ture:

M =

[

M1,1 M1,2:k

M1,2:k
T M2:k,2:k

]

M1,1 corresponds to all the correct assignments, and

therefore we notice that 1TM1,11 = x∗TMx∗ = ǫ∗.
Let us introduce p be the largest element in [0, 1] such
that pE[M1,1] ≤ E[M2:k,2:k], pE[M1,1] ≤ E[M1,2:k], as
in [11]. p ≈ 0 corresponds to a peaked maximum,
while p ≈ 1 corresponds to a more uniform distribu-
tion. Such p always exists as we assumed W,V to be
nonnegative. We will prove the following property:

Proposition 5.1 (data-dependent lower bound)
ǫ(xs) ≥ f(p, k)ǫ∗, where f(p, k) ≥ p is plotted in figure
2



We will derive below f(p, k). It’s precise expression is a
little complicated, but we plot q 7→ f(p, k) for different
values of the number of labels k in figure 2. When k
is large, f(p, k) ∼ p, which implies that ǫ(xs) ≥ pǫ∗

regardless of the number of labels.

Comparison with L2QP As figure 2 shows, the
bound outperforms the one reported in [11], which was

ǫ(xL2QP ) ≥ 1+(k−1)p2

k ǫ∗. For k large this only gives
ǫ(xL2QP ) ≥ p2ǫ∗. A more careful analysis would show
that L2QP can obtain the same bound as ours, but
we could further increase our bound by taking β into
account as we did in the previous section.

Comparison with CQP It is interesting to com-
pare this bound to the one in [9], which gave an ad-
ditive bound for their method ǫ(xCQP ) The following
proposition shows that the bound we obtain is better
for most values of p, especially when k ≥ 3.

Proposition 5.2 (multiplicative bound for CQP)
In the most favorable case for CQP, when
p satisfies both pE[M1,1] = E[M2:k,2:k] and
pE[M1,1] = E[M1,2:k], the additive bound given
in [9] can be transformed into the following multiplica-

tive bound: ǫ(xCQP ) ≥ ( 3
4 − pk2−1

4 )ǫ∗, also plotted in
figure 2.

Proof of proposition 5.1 By definition, ∀y ∈
Ωs, ǫS(xS) ≥ ǫS(y); we need to find a good y ∈ Ωs

which will yield the desired inequality. A natural
choice is to consider a y that puts a larger weight to
optimal assignments than non-optimal assignments, as
uniformly as possible: we can verify that it leads to
yi1 = 1/(1 + q(k − 1)), and yia = q/(1 + q(k − 1)) for
a > 1 (q is a parameter we will adjust). As before we
obtain:

ǫ(xS) ≥ n/k + β

yTy + β
ǫ(y) ≥ n/k

yTy
yTMy

because xS
TxS ≥ n/k and yTy ≥ n/k, and also by

definition of M . Using the definition of y, we obtain:

yTMy

yTy
=

1TM1,11 + 2q1TM1,2:k1 + q21TM2:k,2:k1

n(1 + (k − 1)q2)

From before, 1TM1,11 = ǫ∗. Let us now use the def-
inition of p and the relative sizes of the blocks in M :
the numerator is ≥ ǫ∗ + 2qp(k − 1)ǫ∗ + q2p(k − 1)2ǫ∗.
Combining everything together, we obtain the bound

ǫ(xS)

ǫ∗
≥ q2p(k − 1)2 + 2qp(k − 1) + 1

k(1 + (k − 1)q2)

We now find the q∗ that maximizes the above expres-
sion, and set f(p, k) as the resulting value q = q∗. We
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Figure 2: Data-dependent lower bounds. x-axis: p ∈
[0, 1] (see text). y-axis: lower bound ǫ(xS)/ǫ∗ ≥
f(p, k). Thick plain curves: our algorithm SQP; dot-
ted curves curves: bound published for L2QP[11];
dashed curves: CQP.

spare the reader with some tidy calculus and summa-
rize the main result: the above expression has a unique
global maximum

q∗ =
h +

√

4p2 + h2

2(h + 1)
, with h = p(k − 1) − 1

It satisfies q∗ ∈ [0, 1] and q∗ → 1 when k → ∞ (corre-
sponding to our intuition), with f(p, k) ∼ p at ∞�

Proof of proposition 5.2 see appendix

6 Algorithm and Analysis

6.1 Computational Solution for the SQP

We explain here how to solve (4). For the sake of gen-
erality, and since it doesn’t change the procedure, let
us assume here that W,V,C, b are arbitrary matrices of
size resp. N×N , N×1, M×N and M×1 (M,N ≥ 1).
Also, let α ∈ R and β > 03. We solve the following
program, exactly:

max
xTWx + V Tx + α

xTx + β
s.t. Cx = b (7)

3The case β = 0, V = 0, α = 0, b 6= 0 is treated with a
slightly more complex solution, which we omit for brevity.



Note, the case α = 0, β = 0, V = 0, b = 0 has been
treated in [16, 17]. We give a more general solution
here. W.L.O.G, we can assume W symmetric and C
full rank. Let us introduce a new variable t ∈ R, x̄ =
[x; t] ∈ RN+1, and the following matrices

W̄ =

[

W 1
2V

1
2V T α

]

, D̄ =

[

I 0
0 β

]

, C̄ =
[

C −b
]

We verify that (7) is equivalent to:

max
x̄TW̄ x̄

x̄TD̄x̄
s.t. C̄x̄ = 0 (8)

The only non-trivial thing to see is that x̄∗ = [x∗; t∗]
is an optimum of (8) ⇔ [x∗/t∗; 1] is an optimum of
(8) ⇔ x′∗ = x∗/t∗ is an optimum of (7)4. Notice the
new constraint is linear instead of affine. Next, we
get rid of D̄ with a change of variable x′ = D̄1/2x̄,
W ′ = D̄−1/2W̄ D̄−1/2, C ′ = C̄D̄−1/2:

max ǫ1(x
′) =

x′T W ′x′

x′T x′
s.t. C ′x′ = 0, (9)

Since C ′ is full rank as C, we can apply the results of
[16, 17], which compute the Lagrangian: the solution
to (9) is given by the leading eigenpair of the system

PCW ′PC x′ = λx′, (10)

with PC = I − C ′T (C ′C ′T )−1C ′.

6.2 Efficient Computation of PC in the
eigensolver

The previous section showed one could reduce (7) to
an eigenvector computation. Although the solution
described is sufficient for small problem sizes, it is quite
inefficient for larger problems, because one needs to
invert C ′C ′T , which is usually a full matrix even if
C is sparse. We show here one can do better. We
compute C ′ =

[

C −1/
√

βb
]

=
[

C b′
]

for some
b′. By applying the Sherman-Morrison formula[18], we
have:

(C ′C ′T)−1 = (CCT+b′b′
T
)−1 = Z− Zb′b′

T
Z

1 + b′TZb′
, (11)

where Z = (CCT)−1. In the case of SQP, matters are
quite simple, and it is easily shown that Z = 1

k In if
there are k labels per node, and Z = diag( 1

ki
) if there

are ki labels for node i.

For arbitrary C we can still compute Z efficiently
either by computing the QR decomposition of CT, or
by computing the Incomplete Cholesky Descomposi-
tion of CCT. For large problems, we never explicitly
form Z, instead we solve two triangular systems at
each iteration of an iterative eigensolver.

4When t∗ = 0, (8) has a solution, unlike (7) which only
a diverging sequence of points approximates

6.3 Obtaining Discrete Solutions

We need to discretize the continuous solution xS ∈
Ωa in order to get an approximate solution. If
xS � 0, we map the solution back to the simplex
Ωs with the following: x(0) = 1

k + (xS − 1/k)/δ,
δ = max

(

(kxmax
S − 1)/(k − 1), (1 − kxmin

S )
)

, as one

can check. If xS ≥ 0 we simply take x(0) = xS . Now
we could use the ICM-like construction given in proof
of proposition 2.1 to discretize x(0) into some y and
still get ǫ(y) ≥ ǫ(x(0)). However, we get better perfor-
mance with Relaxation Labeling[7] and other related
annealing algorithms. For the sake of comparison, we
follow (almost exactly) the same discretization proce-
dure as in [11], which gives good results. It is sum-
marized in the next section, along with the rest of our
algorithm.

6.4 Summary of the SQP Algorithm

1. Input: clique potentials W = (Wiajb), V =
(Via), of size nk × nk and nk.

2. Set β = β̂ using equaton (6)a. Compute the
first eigenvector x′ of PCW ′PC , then x̄ and
finally xS , solution of the SQP, as described
in sections 6.1 and 6.2.

3. Output upper bound ǫ∗ ≤ n+β
xS

TxS+β
ǫ(xS)

4. Initialize x(0) := xS . If xS � 0, take x(0) :=
1/k + (xS − 1/k)/δ

5. Discretization step: set θ := θ0 (θ0 = 0.01)
and repeat until convergence

(a) set via := (Wx(t) + V )ia

(b) set yia := exp(θvia)x
(t)
ia , and x

(t+1)
ia :=

yia/
∑

b yib

(c) set θ := (1 + τ)θ after updating x(t+1)

for all sites (τ = 0.05)

6. Output x(nbIter), replacing in the last itera-
tion step 5b by a non-maximum suppression.

aIn practice we use β = β̂ to obtain the upper

bound, and a small number (≈ 3) of values β ≤ β̂ to
obtain discrete solutions

6.5 Computational Cost

The cost of this algorithm is dominated by the com-
putation of the leading eigenvector of (10), which can
be computed by the power method or a standard iter-
ative eigensolver such as Lanczos. The cost of each it-
eration is roughly the cost per matrix-vector operation
xt+1 := PC(W ′(PCxt)). From section 6.2 it is easily
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Figure 3: Family of Upper bounds. This plot explains
our heuristic for β̂ in equation (6). W is a random
matrix with E[W ] = 2, n = 20, k = 10. x-axis: β/n;
y-axis: experimental upper bound. The red curve
(α = 0) shows the upper bound ǫ∗ ≤ fupper(β) =

n+β
xS

TxS+β
ǫW,β∗
S we derived earlier. The optimal upper

bound is reached for β = βopt ≈ 2.2n. More gener-
ally, letting Wα = W + α11T, we can also show that
ǫ∗ ≤ f ′

upper(α, β) = n+β
xS

TxS+β
ǫWα,β∗
S − αn2, and we ob-

serve an affine relation between α and βopt. From this,

we derive our expression for β̂ by considering the initial
conditions α = −2 = −E[W ], when βopt ≈ 0.

shown that y := PCxt takes O(N) = O(nk) opera-
tions, giving a total of O(nnz(W ′)) = O(nnz(W )) =
O(k2|E|) operations per iteration. Convergence de-
pends on the eigengap and is fast in practice. Setting
up a maximum number of iterations, the total algo-
rithm complexity is linear in the problem description
length. Note this compares very favorably to other
methods discussed so far, and is comparable to the
complexity of L2QP.

7 Experiments

7.1 Upper bound computation

We verify experimentally the heuristic expression of β̂
in equation (6), see figure 3. The plot shows that the
upper bound fupper(β) is convex in β, and minimized
at some β = βopt, which we approximate by noticing
the regular spacings of the minima.

7.2 Performance on random MRFs

We compare our SQP algorithm against L2QP, BP,
ICM (Iterative Conditional Modes)[13] and Relaxation
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Figure 4: Comparison of different algorithms: SQP
(ours) against L2QP, BP, ICM and Relaxation Label-
ing, see text for details. Left plot: x-axis: pedge ∈
[0.1..1]. y-axis: energy output by each algorithm after
discretization. Parameters: n = 50, k = 10. Results
are averaged over 5 iterations per data point. Right
plot: same as left plot, but for each data point we sub-
stract the mean of the energies output by all methods,
so as to emphasize the differences.

Labeling. Note, to be fair we use exactly the same
discretization procedure for all those methods (it will
have no effect on ICM and Relaxation Labeling, since
those methods already output a discrete solution).
That procedure is described in section 6.4.

We study the influence of 1) the density of connec-
tions in W , and 2) the number of labels k relative to
the number of nodes n. For the sake of comparison,
we use the same experimental framework as described
in [11], which we recall here very briefly. We generate
a set of random MRF problems in which we control
the density pedge of connections in W : pedge ∈ [0, 1].
The potentials (in their exponential form) are drawn
uniformly at random with controlled amplitude. We
simulate the effect of variable p (section 5) by encour-
aging connections between pairs of nodes with the cor-
rect labels (set arbitrarily in advance) to be on aver-
age larger then other connections. In figure 4, we set
n = 50, k = 10, and vary pedge between 0.1 and 1 by
increments of 0.1. For each value of pedge, we generate
5 random MRFs with the correponding parameters,
and compute the energy output by each algorithm af-
ter discretization. The results are averaged over each
of those 5 trials. In figure 5 we repeat this procedure
but with n = 20, k = 20. We observe that results are
very simiar to those of L2QP, perhaps a little better.
ICM performs worse, followed by either BP or Relax-
ation Labeling.
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Figure 5: Same caption as figure 4 but with n =
20, k = 20.

References

[1] H. Ishikawa. Exact optimization for markov random
fields with convex priors, 2003.

[2] Vladimir Kolmogorov and Ramin Zabih. What en-
ergy functions can be minimized via graph cuts? In
European Conference on Computer Vision, 2002.

[3] Kevin P. Murphy, Yair Weiss, and Michael I. Jordan.
Loopy belief propagation for approximate inference:
An empirical study. pages 467–475.

[4] Weiss and Freeman. On the optimality of solutions
of the max-product belief-propagation algorithm in
arbitrary graphs. IEEETIT: IEEE Transactions on
Information Theory, 47, 2001.

[5] M. Wainwright, T. Jaakkola, and A. Willsky. Map es-
timation via agreement on (hyper)trees: messagepass-
ing and linear programming approaches, 2002.

[6] Yuri Boykov, Olga Veksler, and Ramin Zabih. Fast
approximate energy minimization via graph cuts. In
ICCV (1), pages 377–384, 1999.

[7] R. Hummel and S. Zucker. On the foundations of
relaxation labeling processes. In IEEE Transactions
on Pattern Analysis and Machine Intelligence, May
1983.

[8] Martin J. Wainwright and Michael I. Jordan. Varia-
tional inference in graphical models: The view from
the marginal polytope.

[9] Pradeep Ravikumar and John Lafferty. Quadratic
programming relaxations for metric labeling and
markov random field map estimation. In ICML ’06:
Proceedings of the 23rd international conference on
Machine learning, pages 737–744, New York, NY,
USA, 2006. ACM Press.

[10] Laurent Baratchart, Marc Berthod, and Löıc Pottier.
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8 Appendix

Proof of theorem 4.3 Given an arbitrary MAP problem
ǫ(x) = xTWx + V Tx (with W, V satisfying the conditions
of proposition 2.1) with optimum value ǫ∗ = ǫ(x∗), there is
a finite number of feasible binary assignments, so ∃ρ > 0 :
∀x, ǫ(x) ≥ ρǫ∗ ⇒ ǫ(x) = ǫ∗. Let ρ′ < 1, β > 0 be such that
ρ′(k/n + β)/(n + β) > ρ. Take z such that ǫS(z) ≥ ρ′ǫ∗S ,

where ǫS(x) = xTWx+V Tx

xTx+β
with constraint Cx = 1, x ≥ 0.

Such a z can be found by a related inequality constrained
eigenvector problem discussed in the theorem, see section
6.1 for the construction. Since z ∈ Ωs by construction,
we can find efficiently a y ∈ Ωd such that ǫ(y) ≥ ǫ(z) ≥

ρ′ǫ∗S ≥ ρ′(zTz + β)/(n + β)ǫ∗ ≥ ρǫ∗ ⇒ ǫ(y) = ǫ∗, giving a
polynomial time reduction to solve the MAP from z�

Proof of proposition 5.2 In theorem 3.3 of [9], letting
D be the diagonal matrix with elements d(s; i), we can
check that

P

s,i
d(s; i) ≥ 1TW1, because the matrix W −D

has to be negative semidefinite. But equality is obtained
when taking D = diag(W1) (which is a sufficient choice
since we assumed W nonnegative), and so we have ǫ(y) ≥
ǫ∗ − 1

4
1TW1 ≥ ǫ∗ − 1

4
1TM1 (since we assumed V non-

negative), so ǫ(y) ≥ ǫ∗ − 1

4
(ǫ∗ + 2p(k − 1) + p(k − 1)2) =

( 3

4
− p k2

−1

4
)ǫ∗ (similarly to the proof of 5.1)�


